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ABSTRACT 
How valuable are certain interface features to their users? 
How can users’ demand for features be quantified? To 
address these questions, users’ demand curve for the sorting 
feature was elicited in a controlled experiment, using 
personal finance as the user context. Users made ten rounds 
of investment allocation across up to 77 possible funds, thus 
encountering choice overload, typical of many online 
environments. Users were rewarded for positive investment 
returns. To overcome choice overload, users could sort the 
alternatives based on product attributes (fees, category, fund 
name, past performance). To elicit their demand for sorting, 
the experimental design enabled users to forgo 0%-9% of 
their reward in return for activating the sorting feature. The 
elicited downward sloping demand curve suggests a 
curvilinear relationship between sorting use and cost. More 
broadly, the study offers a way to quantify user demand of 
UI features, and a basis for comparison between features. 

Author Keywords 
Choice overload; cost-benefit; demand; economics; features; 
feature economics; revealed preference; user interface.  

ACM Classification Keywords 
H.5.m. Information interfaces and presentation (e.g., HCI): 
Miscellaneous. 

INTRODUCTION 
A fundamental UI question that has received relatively little 
attention in the HCI literature, is the nature of user demand 
for interface features: that is, to what extent a certain user 
interface feature is valuable to its users, from the user’s 
perspective rather than the designer’s or the website being 
used. While multiple studies examined the effects of design 
on user behavior [10, 17, 22, 27], these studies did not 
examine the utility the user assigns to the features she 
chooses (or not) to use.    

Investigating the value of UI features to their users, and the 
tradeoffs users perceive in using them, is important for better 
understanding of the fundamental characteristics of user 
behavior. It is also critical for designers who need to 
understand the limits of the value of UI features: if there is a 
limited number of features that can be included in any given 
UI, then the designer needs to know which ones are most 
desirable to users. Understanding the patterns of user 
demand for features is therefore necessary for making 
informed design decisions and for comparing other design 
elements and the tradeoffs between them. 

Estimating the demand for goods is a fundamental question 
in economics [16]: assuming an environment of goods and 
resource scarcity, on both the supply (availability of desired 
goods) and the demand sides (availability of resources to 
spend on them), the desirability of a good is reflected in the 
resources (money, time, attention) consumers are willing to 
forgo in order to own or use it. As a result, organizations 
spend considerable time, effort and money to study the 
demand characteristics for the goods and services they offer 
to their customers.  

In the context of user interfaces, features seem to have 
similar characteristics of scarcity, of both supply and 
demand: on the supply side, in any given UI, designers face 
numerous limitations, including screen size and the number 
of features that can be included. On the demand side, users 
have limited resources of time, attention and patience. Given 
these limited resources, users have implicit expectations 
about the utility to be gained as a result of spending these 
scarce resources on using any given features. 

This approach of considering HCI as a setting in which 
scarce resources are being spent and utilities compared, 
echoes a growing recognition among HCI researchers of the 
need to use economic theory and tools in the study of HCI: 
treating features as economic goods is important if we are to 
make informed decisions about the allocation of design 
resources – both from the designer’s perspective (which 
features are more effective in invoking desired user 
behavior) and from the user’s perspective (i.e. which features 
are more desirable to their potential users). But while the 
former perspective has been well studied [1, 10, 23, 28], 
there has been little HCI research on the demand side for UI 
design, and the ways we can empirically elicit the 
characteristics of such demand. 
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In this paper, we focus on what we can term as feature 
economics, and make a number of contributions to the HCI 
literature. First, we provide a conceptualization and 
empirical analysis of UI features as economic goods: we 
conceptualize users’ choices as informed transactions, in 
which users engage in an exchange of scarce resources, in 
return for access to goods (UI features). While in practice 
users don’t usually have to pay for using UI features, 
thinking about the value of features this way enables a 
theoretical value comparison across different features, just as 
money can be used as a way to consider the relative value of 
alternative goods. Second, we establish a methodology for 
elicitation of demand for UI features. The same methodology 
can be applied in other settings, and the resources in which 
the “price” is denominated can be easily changed. Third, we 
make a translational contribution by incorporating concepts 
from economic theory in HCI research. Finally, we advance 
the understanding of UI features in the specific user context 
of consumer finance. With these contributions, we advance 
a growing research agenda and calls for more use of 
economic theory in the study of HCI [5, 9, 20, 24, 29, 41, 
48].  

Related work 
Recent work on the role of economics as an analytic 
framework through which to study HCI [24, 41], included 
issues such the return on investment in HCI [9], the utility of 
UI features [43] and the positive and negative values of 
specific UI characteristics, such as their aesthetic value [2] 
and annoyance for users [18]. Other research focused on the 
cognitive and attentional aspects of users’ behavior [6, 11, 
15, 34, 44].  

Applying economic theory to the study of users’ choices in 
the context of user interfaces, Toomim et al [43] used the 
concept of utility to inform HCI design, building on the 
notion of revealed preference [30] – the idea that agents’ 
preferences can be revealed and compared by observing their 
choices between multiple goods. Viewing utility as the 
extent to which a user prefers a particular choice over others, 
and considering all factors of functions and usability that 
affect users’ preference and use, Toomim et al [43] suggested 
that Utility(A) > Utility(B) when a user chooses to use 
interface A instead of interface B. building on this notion, 
they developed a framework for eliciting a crowdsourcing 
labor supply curve given interface variations. Using an 
online crowdsourcing tasks they investigated the relationship 
between task price, UI aesthetics and ease of use on worker 
supply. In a similar vein, others [7, 14, 40] developed and 
tested methods and tools to determine efficient and fair 
pricing of crowdsourcing tasks.  

Previous studies developed methods and tools for estimating 
labor supply at different price points, and within different 
environments. However, these studies did not consider users’ 
demand for features as they make user interface use choices.  

Research on the relationship between design, user behavior 
and utility explored the tradeoffs represented by the 

availability of different features to users [11, 45]. For 
example, Tseng and Howes [44] studied users’ visual search 
strategies applied in response to constraints imposed by the 
ecology of online images. 

In the context of personal finance, HCI research is relatively 
new and is growing rapidly, reflecting a surge in FinTech 
investment and the proliferation of online financial products 
available to consumers in recent years [35]. Prior work on 
the role of HCI in people’s financial behavior explored, for 
example, how people manage and think about their money 
[26, 36, 47], how they make decisions about saving [20], how 
financial information can be packaged in novel ways to assist 
with comparing potential investments [21], and how real-
time information about financial transactions leads to better 
understanding of economic transactions [12].  

Our focus is on the use of sorting [19, 42, 46], which is 
ubiquitous in online and offline UIs that enable comparison 
between multiple alternatives. Sorting is a common feature 
in various domains, facilitating comparisons of flights, 
movies, universities, and financial products. When making 
choices in such online environments, where many 
alternatives are present, users often encounter choice 
overload [4, 8]. The ability to sort long lists of alternatives 
by desired attributes, enables users to avoid the choice 
overload [25], primarily by reducing their choice set. Using 
sorting, users can focus their attention on specified subsets 
of alternatives that reflect their preferences – for example, by 
considering on alternatives sorted by high quality or low 
price. 

 
RESEARCH QUESTIONS 
Examining user behavior under design variations, we build 
on prior work [11, 44, 45] and focus on users’ utility as the 
conceptual approach through which to study interface 
choices. We use the money-metric of utility [38, 43] to 
consider the value of a UI feature’s availability to the user. 
The money-metric of utility has the advantage of 
comparability of the results across interfaces, features and 
situations. The relationship between feature, utility and cost 
can be described as: Utility(using the feature) – Utility(not 
using the feature) = Utility(cost(A))  where cost(A) is the 
monetary equivalent of a cost of using the feature. It is 
important to note that while we use monetary cost, there are 
other ways to operationalize cost, for example, as an 
interface’s aesthetic value [2], or alternatively users’ time or 
annoyance. 

We first need to check if features are similar to most 
economic goods, in that a tradeoff exists between how much 
the user wants to use them and what scarce resources they 
are willing to forego in order to do that. To that end, the first 
question concerns the attributes of the relationship between 
use and cost: 

RQ1: What is the tradeoff between feature cost and use at 
different cost levels?  



Furthermore, since the utility consumers gain from most 
goods differs from one person to another, we expect users to 
differ in the value they will assign to features and the cost 
they would be willing to incur in order to use the feature. A 
second question is therefore: 

RQ2: How does demand for features change based on user 
characteristics?  

A third question concerns the net effect of using features in 
the personal finance context: to what extent users’ benefits 
exceeds their costs. Clearly, the answer is highly dependent 
on how benefit and cost are measured, and is specific to the 
circumstances in which features are used. However, to set a 
baseline for future research on demand elicitation, two 
questions warrant analysis:          

RQ3: Does the ability to sort lead users to perform better 
than without it? At what cost level does sorting become 
ineffective?  

 
METHODOLOGY  
To address our research questions experimentally, we used 
the domain of personal finance, which has a number of 
advantages: first, much of consumers’ interaction with 
financial products takes place online. When people want to 
save or borrow money, they can do so through user interfaces 
that consist of hundreds (and in some cases thousands) of 
choices they can potentially select from, and which require 
assessing trade-offs between potential risk, reward and other 
factors. This is a natural setting in which to study choice 
overload; second, extant research demonstrates how choice 
overload of financial products impacts consumers’ choices 
[3, 31, 39], often leading to reduced consumer welfare (e.g. 
by not saving enough for retirement); third, in the context of 
personal finance, the benefits to the user associated with their 
choices (e.g. return on investment) and the cost associated 
with it (the price paid for the financial product) are more 
easily conceptualized, quantifiable and measureable as 
money amounts than the benefit to users in many other 
settings. Using money is a common and practical way of 
studying people’s utility [43] 

To elicit a person’s demand for an economic good in a setting 
of scarce resources, economic theory suggests setting a cost 
the user will have to forgo for the good [30]. This way, the 
person needs to choose the good against some other 
resources, and the price they are willing to pay reflects the 
utility of that good to them. In a personal finance context, 
where a common goal is to achieve a financial outcome, 
identifying the amount of money users would be willing to 
forgo in order to use a feature as they consider their 
investment options, is a practical way to elicit their demand 
for that feature. 

Experimental procedure  
We used a randomized between-subjects experiment where 
users made investment decisions, to study their demand 
characteristics. After completing a short demographic and 

investment experience survey, users were asked to go 
through 10 investment rounds in which they were tasked 
with allocation a fixed budget to any combination of 
investment alternatives of their choice, using up to 77 
different funds (see Figure 1). The investment alternatives 
were given fictional names, but were based on common 
financial products such as stock and bond funds, representing 
different levels of risk/reward prospects. This is a realistic 
scenario, similar to many investment environments people 
face when they save towards retirement, their children’s 
education or other purposes. Funds’ performance in the 
experiment was based on real historic market data, but this 
was unknown to the users. Every round, users allocated their 
budget across funds, and once they submitted their 
allocations, were informed of the return on their investment. 
Users then proceeded to the next round.  

The large number of investment alternatives presented to 
users was intentionally designed to lead them to encounter 
choice overload [3, 31, 39], typical of many online 
environments, ranging from e-commerce, to movie rating to 
dating platforms [13]. 

 
Figure 1. Investment allocation page: Users were presented 
with 77 alternative funds to which they could allocate their 

budget. All funds included sortable information on five 
attributes. 

To motivate participants, the compensation consisted of a 
fixed participation compensation of $1.5 and a bonus that 



was calculated as a percentage of participants’ investment 
return. If the return on the investment was negative, no bonus 
was given. In the experiment, the average net bonus per user 
was $2.01 (SD=0.78). This compensation structure 
represents a substantial incentive for users to pay attention to 
the investment alternatives and consider ways to enhance 
their return. 

To overcome choice overload, users could sort the 77 
investment alternatives presented to them by up to five fund 
attributes - fees, asset category, fund name, past short term 
performance and past long term performance. To elicit their 
demand for sorting, the experimental design required users 
to forego (or “pay”) a fraction of their bonus from the round 
they were in (to be given to them if they make a positive 
return on their investment) in order to activate the sorting 
feature for the fund attribute they were interested in, for that 
round. The size of the fraction users had to forego in order to 
use the sorting feature each time ranged between 0%-9% of 
their bonus for that round. This fraction (or cost) was 
randomly assigned to users, and remained fixed for each user 
throughout their 10 investment rounds. The cost was 
presented each round above the fund list, and when users 
attempted to sort the sortable columns, a dialog box appeared 
with a request to confirm that they are willing to forego the 
fraction of their reward in return for activating the sort button 
for that column, that round. 

While there may be alternative costs for the use of features 
(e.g. time, annoyance, screen real estate), we chose monetary 
cost for two reasons: first, using the same “currency” for the 
expected benefits and costs associated with feature use, 
enables users to easily compare them. Second, money is an 
effective way to compare the value of different goods, and 
since we seek to establish a methodology that enables a 
comparison of user demand across different UI features, 
money can serve as a useful apparatus.  

Participants 
Participants were recruited via Amazon Mechanical Turk. 
Participation was limited to U.S. users with a record of at 
least 100 tasks at an approval rate above 99%. 361 users were 
randomly assigned to one of the 0-9% price levels, with the 
number of users in each price group ranging between 29-44. 
Users’ average age was 35.4 and 41.2% were female. 

 
RESULTS  
To answer the first research question concerning the tradeoff 
between cost and feature use, we first checked if users would 
be less likely to use the sorting feature if they had to forgo 
some of their reward for it. Economic theory suggests that 
choosing to pay for an economic good indicates that the good 
is perceived as valuable to the buyer [16, 30]. We used a chi-
square test to compare the likelihood that users will activate 
the sorting feature at least once across all cost levels. We 
found that 72.4% of the users activated the sorting function 
at least once when the activation came at no cost to them, 
compared to 17.6%-44.7% (depending on the cost) who 

chose to activate the feature when the cost was higher than 
zero (Pearson chi-square = 39.448, p<0.001). 

Next, to investigate the characteristics of user demand for 
sorting, we analyzed the relationship between the number of 
times a user activated the sorting feature per round and the 
cost they had to incur as a result (see Figure 2). Users could 
activate sorting up to five times each round, since each 
column (or fund attribute) required its own activation. 
Sorting behavior varied across users, however, only 6.4% of 
the users activated sorting more than once per round on 
average. The fitted demand curve was elicited using a 
general non-linear regression, resulting in a downward 
sloping demand curve and curvilinear relationship between 
sorting use and cost (R2=0.172, p<0.001). 

A question that these findings raise is whether the differences 
in feature activation stem from users’ sensitivity to price at 
all cost levels, or is it that users may simply be reluctant to 
pay for a UI feature at all. To answer this question, we 
regressed the number of sorting activations on cost and user 
characteristics, but excluded from the analysis all users in the 
zero price condition (that is, we included only users who had 
to pay if they wanted to activate the feature). We found a 
significant and negative effect of price on sorting activations 
(beta = -0.338, p<0.001), and no effect of investment 
experience, gender and age.  

 

Figure 2. Elicited demand for the sorting feature: average 
sorting activations per round as a function of activation cost. 

Dashed lines represent a 95% confidence interval. 

Addressing our second research question concerning the 
effects of users’ personal characteristics on the demand for 
sorting, we regressed the number of sorting activations on 
age, gender, investment experience and cost, this time for all 
users. In addition to a significant negative effect of price, we 
found a significant negative effect of investment experience 
and age on feature activation (beta = -0.149, p=0.003; beta = 



-0.136, p=0.007 respectively). That is, controlling for other 
factors, younger and less investment-savvy users tended to 
activate the sorting feature more. This finding may reflect the 
confidence of more experienced investors in their ability to 
achieve acceptable investment returns without the need for 
(and the cost of) assistance that sorting may provide. 

To address the third research question, we ran a regression to 
analyze the relationship between the number of sorting 
activations and users’ total return on investment, controlling 
for demographics, investment experience and feature 
activation cost. We found that sorting was significantly and 
positively associated with users’ return on investment (beta 
= 0.289, p<0.001). When we considered the effect on net 
investment return (i.e. users’ total return minus feature 
activation cost), the correlation weakened, but remained 
significant (beta = 0.168, p=0.004). Overall, therefore, 
sorting helped users achieve higher returns on their 
investments.  

 
DISCUSSION AND CONCLUSION  
How valuable are certain UI features to their users? How can 
demand for features be quantified? Addressing these 
questions is critical for understanding users and making 
informed design decisions, yet they received little attention 
in the HCI literature. Understanding how people value the 
sorting feature is a first step in this direction.   

To answer our research questions, we elicited the demand for 
the sorting feature through a controlled experiment, using 
personal finance as the user context, and creating intentional 
choice overload for users in order to lead them to use the 
sorting feature. An analysis of the use of this feature as a 
function of its cost offers a method for learning about users’ 
perception of the utility of the feature, which is necessary for 
considering design choices tradeoffs.  

With the experimental design used in this study, we 
attempted to make the process as realistic as possible: users 
were incentivized by investment performance-based reward, 
thus ensuring they authentically act on their perceived costs 
and benefits. And by recruiting MTurkers, whose time 
represents an opportunity cost, we implicitly provided 
incentives for users to engage in strategies that save them 
time (and therefore have a monetary value). The design used 
in this study suggests external validity, yet future research 
would benefit from a field experiment to further validate our 
approach. 

The results of the experiment point to a downward sloping 
demand curve – a consistent pattern of decreased feature use 
as a function of increased feature cost. This is consistent with 
the demand pattern for most economic goods [16]. The 
findings also suggest that the differences in the level of 
feature use across cost levels are the result of users’ varied 
sensitivity to cost at multiple cost levels: we observed a 
curvilinear relationship between use and cost, such that 
demand for sorting decreases substantially at low cost levels, 

and then almost flattens when the cost exceeds a small 
fraction of the reward (4% in our case – see Figure 2). We 
observed a similar pattern in the likelihood that users will 
agree to pay at all for using the sorting feature.  

The approach presented in this paper can help designers 
make informed decisions in two ways: first, by comparing 
users’ demand for different UI features - given the multitude 
of alternative design elements designers can choose from, 
giving designers tools to assess how users might value 
different design elements, will enable them to focus on the 
ones most valued by users. Second, our findings suggest 
changes in the price elasticity of users’ demand: price 
elasticity [16] is a concept in economic theory that refers to 
the extent to which a change in the cost of a good impacts the 
demand for it, proportional to the price over quantity. In our 
case, we see that the demand drops and then almost flattens 
as a function of increased cost. But the point at which 
demand flattens, and the rate at which this happens, can very 
across UI features. Empirical evidence on the differences in 
slope and elasticity can inform designers about which UI 
features reflect user value at different cost points, and 
understand their trade-offs. Consider for example other cost 
types (e.g. time): understanding demand as a function of time 
cost can help designers make design choices given the 
amount of time they expect users to spend on a given web 
page or app and their goals in visiting it. Overall, 
generalizing this finding to other features and within 
different experimental settings, would enable us to better 
understand users’ preferences and the tradeoffs they make in 
their feature use. Such understanding may potentially inform 
the use of personalized user interface elements [33, 37], 
drawing on personal demand data, which can be elicited 
through multiple pilots and A/B tests. 

We used cost and benefits denominated in monetary value to 
enable users to easily compare the costs and benefits of the 
sorting. While web destinations are not likely to use the 
demand information to charge users for them, comparing the 
demand for features using money [43] offers a rigorous 
method to compare the desirability of UI features, and their 
demand elasticities. This way, informed, evidence-based 
design decisions can be made about tradeoffs, taking into 
account not only differences between the value users 
attribute to different features, but also the compared 
elasticities of such features. For example, a comparison can 
be made between the demand for sorting vs. filtering at 
different cost levels. However, other cost “currencies”, such 
as users’ time, may be more appropriate in cases where the 
benefit to the user would be better expressed in such 
currencies.  In future work, the match between the currency 
of costs and benefits should be considered when eliciting 
demand for UI features. 

The work presented in this study has limitations that future 
research could address: first, we studied only one feature, in 
one user setting. Future work can explore other features and 
other contexts – for example, by studying decisions such as 



choosing a movie or future education options. Second, our 
study used monetary costs – yet costs can be operationalized 
in other ways, including variations of factors that have been 
studied in prior studies – e.g. time, aesthetics [2] and 
annoyance [18]. Third, our analysis is incomplete, in the 
sense that we did not identify the cost level at which the 
demand for sorting reaches zero. Finding this point would 
require a substantially larger participant pool, to 
accommodate many more cost levels, but we assume that 
such cost exists, beyond which using the feature would be 
too prohibitive for all users. Future research could explore 
the limits of demand, as well as the shape of the demand 
curve in extreme cost ranges. 

We conclude with a call for more HCI research using 
economic theory and tools. As a discipline that studies 
allocation of scarce resources [32], economics has developed 
a set of tools and methods to study people’s choices in 
various circumstances. With the growing constraints placed 
on resources such as users’ time, attention and screen real 
estate, HCI researchers and practitioners can benefit from 
using more economic theory to better understand users and 
inform designers.  
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